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Abstract

Software watermarking involves integrating an identifier within the software,
enabling timely retrieval to disclose authorship/ownership and deter piracy. Var-
ious software watermarking schemes have been proposed in the literature, many
of which involve statically embedding an encoded identifier into the control flow
graph of the program. In this paper, we propose novel embedding and extrac-
tion algorithms characterized by four key features: randomization, generating
watermarks with a size closely matching the number of bits in the identifier,
implementing both encoding and decoding with linear time complexity, and, most
importantly, generating watermarks that conform to structured code. We empha-
size the capability to encode the same identifier as distinct graphs, coupled with
the absence of cumbersome “GOTO”-like substructures, as enhancements to the
stealthiness of our watermarks. This feature makes them more resilient to com-
mon forms of attack, contributing to their effectiveness in safeguarding software
integrity and discouraging unauthorized use.
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1 Introduction

Violation of software copyright by means of unauthorized copies is what is known as
software piracy. The latest BSA survey [1] revealed that 37% of all software installed
on personal computers worldwide were then unlicensed, with an estimated loss that
surpassed 46 billion dollars. Another research [2] shows that even the existence of
intellectual property protection laws does not significantly reduce piracy. Technical
countermeasures are therefore of utmost importance.

Watermarks have been used over the centuries to establish authenticity, authorship
or ownership of objects. The concept has been leveraged to the context of software pro-
tection. Auditing some illegal copy of a watermarked software artifact may reveal which
authentic copy it originated from. Ideally, tampering with an embedded watermark
should be impossible.

Software watermarks are generally categorized into two types: static and
dynamic [3]. Static watermarks are embedded within a program’s code and/or data,
while dynamic watermarking techniques store a watermark in a program’s execu-
tion state. Specific types of static watermarks include Code Replacement, Code
Re-Ordering, Register Allocation Based Watermarking, Opaque Predicates, Abstract
Interpretation, and Graph-based Watermarking [4].

Graph-based watermarking schemes comprise algorithms (codecs) to encode/de-
code the identifier as/from a graph, and algorithms to somehow embed/extract
the encoded identifier into/from the software. The first graph-based watermarking
scheme [5] embeds the watermark graph in the Control Flow Graph (CFG) of the
software to be protected. The CFG, which can be obtained by static analysis tools,
represents all paths that may be followed during the execution of a program. The
vertices are strictly sequential code blocks and the edges indicate possible precedence
relationships between blocks. The embedder algorithm produces additional lines of
code to be inserted in the source code of the program, starting from some predefined,
secret position, and making sure not to interfere with the program logic (e.g., dummy
lines that will not alter state, or even nonsensical code that is made innocuous by
saving memory registers at the beginning and restoring them at the end). The embed-
ded instructions give rise, in the CFG of the program, to a subgraph corresponding
exactly to the intended watermark graph.

Despite achieving a reasonable level of development, graph-based watermark codecs
proposed thus far exhibit room for improvement in terms of resilience to attacks [6].
Two particularly noteworthy attack models are distortion attacks and subtraction
attacks [3]. In the distortion attack model, adversaries aim to compromise the water-
mark structure by altering the program code, removing specific code blocks or
disrupting connections between them. Essentially, the adversary indirectly seeks to
eliminate CFG vertices and edges from the marked program. On the other hand, sub-
traction attacks involve the adversary detecting the watermark and attempting to
eradicate it entirely.

Certain graph-based watermark codecs, such as those presented in studies [7, 8], do
exhibit a degree of resilience to distortion and subtraction attacks [9–11], particularly
when the attacker lacks knowledge of the watermark’s location within the CFG. How-
ever, while the watermark graphs produced by these codecs are guaranteed to belong
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to a subclass of all possible CFGs known as reducible permutation graphs[12, 13], they
may not necessarily reflect the topology of CFGs in structured programs. This is due
to some edges requiring the introduction of artificial jumps in a “GOTO” fashion[14].
These artificial jumps are, at the very least, unconventional and may even be impossi-
ble in many modern programming languages. Their presence could arouse suspicion in
a malicious adversary, potentially increasing the likelihood of identifying watermarks
within resulting CFGs and executing attacks.

Our contribution

We propose a linear-time codec for graph-based software watermarking, introducing a
novel approach where the code corresponding to the watermark is strictly structured,
adhering to the formal definition provided by Dijkstra in his seminal paper [14]. Con-
sequently, when safeguarding structured software, the resulting watermarked CFGs
will consistently fall within the class of “Dijkstra graphs”, as rigorously demonstrated
by [15]. This stands in stark contrast to all known previous graph-based watermarking
techniques, where the inclusion of (non-structured) “GOTO” statements is unavoid-
able. Moreover, our encoding algorithm incorporates randomization, ensuring the
generation of distinct watermarks for the same identifier across different executions.
This innovative approach reduces the likelihood of identifying a watermark by com-
paring different programs that share watermarks encoding the same identifier, such as
those produced by the same author or proprietor. Finally, there is a strict one-to-one
correspondence between the (non-path) edges of our watermark graph and the bits
of the encoded identifier. As a consequence, not only will our watermarks be remark-
ably modest in size, but also distortion attacks (whereby the watermark is damaged,
but not removed) can be detected after the decoding, making it possible to rectify
flipped bits via standard error-correction techniques. This feature distinguishes our
approach from other watermark schemes, where the removal of a small number of edges
could compromise the entire structure, rendering recovery of the encoded identifier
impossible.

Notation

In this paper, we employ standard notation. If G is a directed graph, then V (G) and
E(G) denote the set of vertices and edges of G, respectively. For u, v ∈ V (G), an edge
from u to v is represented by [u→ v], or, equivalently, [v ← u].

Roadmap

Section 2 provides an overview of the previous efforts made in the graph-based software
watermarking domain. The proposed encoding and decoding algorithms are given
in detail in Section 3, and a thorough encoding walk-through follows in Section 4.
Section 6 wraps up the paper and offers possible directions for future works.
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2 Software watermarks: evolution and desired
properties

In the early 1990s, Davidson and Myhrvold [16] introduced the concept of soft-
ware watermarking for software protection. Since then, extensive research on software
watermarking has been conducted, employing various techniques [6, 17–27].

Collberg and Thomborson [28] defined three types of attack against software
watermarks: subtraction attacks, where the attacker removes the watermark from
the protected program; addition attacks, where a new watermark is added into the
protected program; and distortion attacks, where the attacker modifies the original
watermark. The authors also categorized software watermarks as static (stored in the
executable program) or dynamic (built during the program execution).

Venkatesan et al. [5] introduced a static graph-based watermark scheme, encoding
an integer identifier ω as a graph G. The watermarked program results from modifying
the original source code, including the executable binaries, in a way that G becomes
a subgraph of the modified program’s CFG.

Collberg et al. [29] compiled a list of desired watermark properties:

• Data rate: the size of the watermark should be close to the number of bits of the
identifier;

• Performance: dealing with watermarks should not significantly affect the execution
time of the program;

• Resilience: a watermarking scheme must be able to recognize a watermark even after
an adversary attacks the marked program; and

• Stealthiness: the programs with and without the watermark should look alike, with
nearly identical properties, making it hard for one to detect (and tamper with) the
watermark.

Chroni et al. [7], inspired by the work of [30], introduced a graph-based watermark-
ing scheme that encoded an identifier in a graph. The proposed scheme converts the
binary representation of the identifier into a special permutation, and it converts this
permutation into a graph that belongs to a subclass of the reducible flow graphs. Later,
the class of graphs produced by their scheme was characterized and called canonical
reducible permutation graphs [12], where it was also demonstrated that the water-
marking scheme proposed by Chroni et al. [7] can withstand attacks in the form of
k ≤ 2 edge removals, and there is an infinite number of watermark instances generated
by their codec which get irremediably damaged by k = 3 edge removals. A parallel
theoretical investigation into the resilience of this watermarking scheme against edge
modification attacks in CFG was also conducted by Mpanti et al.[11].

Mpanti et al. [31] investigated experimentally the resilience to edge modification
of that same scheme. The results show that attacks modifying k edges, 3 ≤ k ≤ 7, are
unlikely to make Chroni and Nikolopoulos’s schema inadvertently extract and decode
a corrupted watermark. It might fail (indicating a problem), but almost surely it will
not be fooled. In the stealthiness aspect, though, the CFGs it produces are invariably
full of “GOTO”-like structures, making them look rather suspicious—and therefore
prone to being attacked.
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Fig. 1 Statement graphs, the building blocks of Dijkstra graphs, with indications of expansible (X)
and regular (R) nodes

The CFGs produced by the watermarking scheme proposed in the next session, on
the other hand, remain structured, i.e., they belong to the class of Dijkstra graphs [15].
We recall that the basic constituent blocks of Dijkstra graphs are the following state-
ment graphs: (i) the trivial graph; (ii) the sequence graph; (iii) the if graph; (iv) the
if-then-else graph; (v) the p-case graph, for p ≥ 3; (vi) the while graph; and (vii) the
repeat graph (see Figure 1). Any graph that cannot be obtained by combinations of
these building blocks (basically by replacing expansible nodes, marked with a ‘X’ in
Figure 1, with some statement graph) is not a Dijkstra graph, and cannot ever be the
CFG of a structured program.

3 A structured watermark

In this section we present a graph-based codec for structured programs, one which
checks all the boxes in the aforementioned list of desired properties in a watermarking
scheme (see Section 2).

✓ Data rate: other than those constituting a Hamiltonian path that is so to speak
the spinal cord of our watermark, there is a one-to-one correspondence between its
(non-path) edges and the bits of the encoded identifier, so its size is linear in the
number of encoded bits;

✓ Performance: both encoding and decoding algorithms can be implemented to run
in linear time in the size of the identifier;

✓ Resilience: a removed edge from the proposed watermark may corrupt at most one
bit of the binary representation of the identifier, not interrupting the decoding pro-
cess; hence, distortion attacks flipping b bits may be dealt with after the decoding via
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standard mechanisms for error detection/correction [32], provided a suitable num-
ber f(b) of redundancy bits has been added to the identifier prior to the encoding;
and

✓ Stealthiness: all watermark graphs produced by our encoding algorithm belong to
the class of Dijkstra Graphs; moreover, the same identifier may originate diverse [3]
watermarks along distinct executions of the algorithm, making it harder to spot
watermarks by the same author/proprietor via brute force diffing.

3.1 Encoding

Algorithm 3.1 describes the basic steps to encode an n-bit binary identifier B onto a
graph G, created initially with n+2 vertices labeled from 1 to n+2. First, we create
a (Hamiltonian) path H with all n + 2 vertices of G, arranged in ascending order of
label along the path. During the execution, the algorithm will certainly add new edges
to G and, possibly, a few more vertices.

The edges of the watermark graph may be divided into three groups: path edges,
those that constitute H, the skeleton of the watermark graph; back edges, those that
connect a vertex v to some vertex w, with w < v; and forward edges, edges directed
from vertex v precisely to vertex v + 2.

The two last vertices of H and all destination vertices of forward edges are called
mute vertices. They only present a structural role, not directly mapping to bits of
the encoded identifier, and will never be the origin of back or forward edges. Mute
vertices shall be skipped by the decoding algorithm. Every time a vertex is muted by
the algorithm by the addition of a forward edge [v → v + 2], a new vertex is included
in the graph (at the end of the Hamiltonian path, which increases in size with the
addition of a new path edge to the new vertex). This way, the number of non-mute
vertices of G will always correspond to the number of bits of the identifier.

The first vertex of H, labeled 1, is not mute. It corresponds to the very first bit in
B, which is always a ‘1’ (leading zeroes are dropped), and its out-degree will always
be 1 (the path edge [1→ 2] being its only outgoing edge).

Each bit indexed i ∈ {2, . . . , n} in B may lead to the addition of a back edge or
a forward edge leaving the i-th non-mute vertex along H, in accordance to the rules
stated next.

A bit ‘1’ with index i = 2 in B may originate either a back edge or a forward edge
leaving vertex 2 in H—the choice is random. On the other hand, a bit ‘0’ with index
i = 2 in B originates no back or forward edges leaving vertex 2.

Along with the outgoing path edge, each vertex v ≥ 3 in H will be the origin vertex
of either a back or a forward edge, except for mute vertices, which have no outgoing
forward or back edges. More precisely:

• For each bit ‘1’ with index i ∈ {3, . . . , n} in B, there will be a back edge going from
the i-th non-mute vertex vi (in the ascending sequence of vertices along H) to a
vertex w, such that the difference between the labels of vi and w is odd, or—when
there is no admissible back edge (definition coming shortly) meeting the required
parity of the difference of labels—a forward edge [v → v + 2].
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Fig. 2 Identifier ω = 795 encoded as distinct watermark graphs

• For each bit ‘0’ with index i ∈ {3, . . . , n} in B, there will be a back edge [w ← vi] so
that vi−w is even, or—when there is no admissible back edge meeting the required
parity of the difference of labels—no edge other than the path edge will leave vi.

A back edge [w ← v] is considered admissible in G when:

1. w = v − 1, if there is in E(G) the forward edge [v − 1→ v + 1];
2. There is no back edge [w ← v − 1] in E(G);
3. There is no back edge [w′ ← w] in E(G), that is, a back edge with origin in w;
4. There is no forward edge [w − 1→ w + 1] in E(G);
5. Every back edge [z′ ← z] with w < z < v satisfies z′ > w.

Any back edge failing to meet the conditions above would lead to a graph which
does not belong to the class of Dijkstra graphs, and, therefore, could never correspond
to structured code. By construction, the back edges added to G by Algorithm 3.1 are
always admissible and may produce, according to the case, basic blocks associated to
while and repeat constructions of Dijkstra graphs (lines 5, 18 and 21).

Note that the addition of a forward edge with origin in the i-th non-mute vertex
in H (lines 9 and 26) is immediately followed, in the next iteration, by actions that
generate either a while or an if statement graph, depending on the value of the (i+1)-
th bit of B (lines 17-20). Note also that the addition of forward edge [v − 1→ v + 1]
may lead to the removal of the path edge [v → v+1], intentionally breaking apart the
original Hamiltonian path while keeping the graph realizability via structured code
(line 19).

Figure 2 shows two watermarks generated by Algorithm 3.1 encoding the same
decimal identifier ω = 795.
Theorem 1. Let ω be some positive integer and let n be the size of the binary rep-
resentation of ω. Algorithm 3.1 encodes the identifier ω in a Dijkstra graph in O(n)
time.

Proof. It is easy to see that the number of forward edges generated by Algorithm 3.1
is, at most, ⌊n/3⌋. Indeed, when the bit of index i ≥ 2 causes the inclusion of a forward
edge (with origin at the i-th non-mute vertex of H), the bit of indices i+1 and i+2 will
never cause the inclusion of forward edges because the back edges [vi+1 − 1 ← vi+1]
and [vi+2− 3← vi+2] will be necessarily admissible. Thus, the number of vertices and
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Algorithm 3.1: Structured watermark encoding

Input: an identifier ω to be encoded

Output: a Dijkstra graph G (the watermark) encoding ω

1. let B be the n-bit binary representation of ω, with bit indexes starting at 1
2. let G be a graph with V (G) = {1, . . . , n+2}, E(G) = {[v → v+1], 1 ≤ v ≤ n+1}
3. if B[2] = ‘1’ then choose whether to create a back edge or a forward edge
4. if a back edge was chosen then
5. add back edge [1← 2]
6. else
7. V (G) = V (G) ∪ {n+ 3}
8. add path edge [n+ 2→ n+ 3]
9. add forward edge [2→ 4] // muting vertex 4

10. let i = 3 (current index ) and v = 3 (current vertex )
11. while i ≤ n do
12. if forward edge [v − 2→ v] ∈ E(G) then
13. v = v + 1 // v has become a mute vertex, let’s skip it
14. continue to the next iteration // keeping the current bit index i
15. if exists p > 0 with the same parity as B[i] s.t. [v−p← v] is admissible then
16. if forward edge [v − 1→ v + 1] ∈ E(G) then
17. if B[i] = ‘1’ then
18. add back edge [v − 1← v]
19. remove path edge [v → v + 1]
20. else do not add forward or back edge with origin in v
21. else add admissible back edge [v − p← v] chosen uniformly at random
22. else
23. if B[i] = ‘1’ then
24. V (G) = V (G) ∪ {t+ 1}, where t = |V (G)|
25. add path edge [t→ t+ 1]
26. add forward edge [v → v + 2] // muting vertex v + 2
27. else do not add forward or back edge with origin in v
28. i = i+ 1; v = v + 1
29. return G

edges of the watermark graph satisfies

|V (G)| ≤ (n+ 2) +
⌊n
3

⌋
=

⌊
4n

3

⌋
+ 2, (1)

|E(G)| ≤ (n+ 1)︸ ︷︷ ︸
initial path

+
⌊n
3

⌋
︸︷︷︸

extra path edges

+ (n− 1)︸ ︷︷ ︸
back+forward edges

=

⌊
7n

3

⌋
. (2)
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The maximum number of iterations of the main loop of Algorithm 3.1 (line 11) is
therefore O(n), since there is one iteration per vertex—the variable v is incremented
at each and every iteration.

To show that Algorithm 3.1 runs in O(n) time, it remains to show that lines 15
and 21 are executed in O(1) amortized time, since all the other lines run trivially in
constant time (representing G via adjacency lists). In other words, we must make sure
that we can randomly pick an admissible back edge with origin at the current vertex
v in constant time. That turns out to be a simple task. It suffices to dynamically
keep track of all vertices which may be chosen as the destination of some admissible
back edge. For any back edge with origin at vertex v, we are interested in vertices
w = v − p, for some positive integer p, that meet the five admissibility conditions
seen in Section 3.1, and have the desired parity, i.e., p must be even if and only if the
current bit of index i is a ‘0’.

Note that Condition (1) forces the choice w = v − 1 if there is a forward edge
[v − 1 → v + 1]. Note also that Condition (2) requires the removal of vertex w from
the set of back edge destination candidates if there is a back edge [w ← v − 1].

To meet Conditions (3)-(5), we maintain two lists of candidates: one containing
only even-labeled vertices (initially empty), and another containing only odd-labeled
vertices (initially containing only vertex 1). The lists were omitted from the pseudo-
code in Algorithm 3.1, for simplicity, and operate as follows. At the end of each
iteration, current vertex v ≥ 2 is pushed to the end of the corresponding list if v has
not become the origin of a back edge—therefore meeting Condition (3)—, and there
is no forward edge [v − 1 → v + 1]—meeting Condition (4). As we add a back edge
[w ← v] in G, we remove all vertices w′ > w from the candidates lists—enforcing
Condition (5).

Note that removing the vertices with label bigger than w from the candidates list
that contains w is a trivial task, since the lists are sorted by construction and the
choice of w is done by randomly selecting its index in the list (line 21). Now, to remove
the vertices w′ > w from the list that does not contain w, it suffices to keep track of
the size ρ(w) of the other list by the time each vertex w was added to its due list.
Vertices w′ > w belonging to the list that does not contain w will be precisely those
at positions greater than ρ(w) in that list. While it is possible that several vertices
are removed during a single iteration, each vertex may undergo at most one insertion
into (and at most one removal from) a candidates list, completing the proof.

3.2 Decoding

The decoding algorithm comprises four steps. First, we label the watermark vertices
in ascending order along the original Hamiltonian path H: 1, 2, . . . , |V (G)|. The blocks
of the original Hamiltonian path are always consecutive in the CFG, even in the event
that said path has been broken up by the encoding algorithm (line 19), hence this
labeling can always be achieved trivially. Then, we define the first bit of the binary
decoding sequence as ‘1’, which is always true, by construction, since we never codify
zeros to the left. We then obtain the bit encoded by the back and forward edges (or
the absence thereof) originating at each vertex v ≥ 2:
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• If v is the destination of a forward edge and v is not destination of the path edge
[v − 1→ v] (mute vertex), ignore it; otherwise,

• A back edge [w ← v] such that v − w is odd indicates that the bit encoded by v is
a ‘1’;

• A back edge [w ← v] such that v −w is even indicates that the bit encoded by v is
a ‘0’;

• A forward edge [v → v + 2] indicates that the bit encoded by v is a ‘1’;
• And, finally, the absence of back or forward edges originating in v indicates that
the bit encoded in v is a ‘0’.

Finally, we obtain the identifier ω from its binary representation B. Algorithm 3.2
presents the decoding process as pseudo-code.

Algorithm 3.2: Structured watermark decoding

Input: a watermark G

Output: the decimal identifier ω encoded by G

1. Label the vertices of G in ascending order, starting with 1, as they
appear in the unique Hamiltonian path of G

2. Create a vector B with a single position filled with ‘1’
3. Let i = 2 (current index )
4. for each vertex v ∈ {2, |V (G)| − 2} do
5. if v is non-mute then
6. if v is origin of a forward edge then
7. B[i] = ‘1’
8. else if there is back edge [w ← v] with v − w odd then
9. B[i] = ‘1’
10. else
11. B[i] = ‘0’
12. i = i+ 1
13. Let n = i− 1 // the index of the last generated bit
14. return ω =

∑n
i=1 B[i] · 2n−i

Theorem 2. Let ω be an identifier and let G be a Dijkstra graph with N vertices
produced by Algorithm 3.1 to encode ω. Algorithm 3.2 correctly extracts ω from G in
Θ(N) time.

Proof. All steps run clearly in constant time in each of the |V (G)| − 3 iterations of
the main loop. As for the powers of two in line 14, we employ standard memoization,
which demands O(n) multiplications (or left shifts) total, instead of computing each
power from scratch for each term of the summation.
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4 Encoding example

We now present a complete example of encoding an identifier. Consider again Figure 2,
in which ω = 795 is encoded as two distinct, plausible watermarks generated by two
independent runs of Algorithm 3.1.

The algorithm starts by obtaining B = 1100011011, n = |B| = 10, and indexing
the bits from 1 to 10 in B, left to right. Next, the algorithm creates a graph with a
Hamiltonian path of size n + 2 = 12. Note that the watermark shown in Figure 2(a)
has n+3 vertices, while the watermark shown in Figure 2(b) has n+4 vertices, which
is of course possible since the encoding process might add new vertices (lines 7 and 24
in Algorithm 3.1).

Vertex 2 corresponds to the bit at position 2 of B, which is a ‘1’. In this example,
Algorithm 3.1 chose to produce the back edge [1← 2] (an odd jump) in both executions
(Figures 2(a)-(b)). For vertex 3, which corresponds to the bit ‘0’ in position 3 of B, the
algorithm did not have admissible edges because the edge [1 ← 3] violates Condition
(ii) of admissibility. Consequently, the algorithm adds no back or forward edge with
origin at 3. The same happens with vertex 4. For vertex 5, corresponding to the bit
‘0’ at position 5 of B, the algorithm had two admissible back edges to choose from,
namely [1 ← 5] and [3 ← 5]. The edge [3 ← 5] was the one chosen in the execution
depicted by Figure 2(a), and [1← 5] was the one corresponding to the watermark in
Figure 2(b).

Observe that, up to this point, the algorithm has not muted any vertices in either
execution, and the watermarks’ vertices have held a one-to-one correspondence with
the bits of B so far. For vertex 6, corresponding to the bit ‘1’ at position 6 of B,
the first execution of the algorithm added the back edge [1 ← 6], as can be seen in
Figure 2(a); however, in the execution which led to the watermark in Figure 2(b), the
algorithm had no admissible back edges to choose from, so it added the forward edge
[6→ 8], whereupon vertex 8 became “mute” (not corresponding to any bit in B), and
an extra vertex was added to the graph.

For vertex 7, which corresponds to the bit ‘1’ in position 7 of B, the algorithm
employed the only available choices in each case, namely the forward edge [7→ 9] in
Fig. 2(a), muting vertex 9 and including a brand new vertex at the end of the original
Hamiltonian path, and back edge [6 ← 7] in Fig. 2(b). Since there is a forward edge
[6 → 8] in Figure 2(b), the path edge [7 → 8] was removed. Notice that vertices
{6, 7, 8} constitute a while block of a Dijkstra graph.

In Figure 2(a), vertex 8 corresponds to the bit ‘0’ at position 8 of B, and no
additional edge was added with origin at vertex 8 (because there were no admissible
back edges). In Figure 2(b), vertex 8 is a mute vertex (not encoding a bit) and is
therefore skipped. Vertex 9, in Figure 2(a), is also mute (and is therefore skipped in
the first execution of the algorithm), while in Figure 2(b) it must encode the bit ‘0’ at
position 8 of B (note the offset, after the occurrence of the first mute vertex, between
vertex labels and bit indexes), and therefore it adds back edge [1← 9].

Vertex 10 corresponds to the bit ‘1’ at position 9 of B in both watermarks. For the
watermark in Figure 2(a), the algorithm created back edge [7 ← 10], chosen among
the back edge destination candidates available at that point with the required parity
(odd); for the watermark in Figure 2(b), it created the forward edge [10→ 12] instead
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(given there were no admissible back edges), whereupon vertex 12 became mute and
a new vertex was added to the original path.

Vertex 11 corresponds to the bit ‘1’ at position 10 of B in both watermarks. For
the watermark in Figure 2(a), the algorithm produced the forward edge [11 → 13],
since there were no admissible back edges available; for Figure 2(b), it produced the
back edge [10← 11], and the path edge [11→ 12] was removed. At this point, in both
executions, the encoding was completed.

We spare the reader from a step-by-step decoding example, which is all the most
straightforward.

5 Codec comparative analysis

In this section, we compare our proposed codec with the codec presented by Chroni et
al. [8], given that both codecs are static and graph-based. The comparison is based on
desired properties of watermarks: data rate, performance, resilience, and stealthiness.
Table 1 summarizes the comparative analysis.

Data rate Performance Resilience Stealthiness
|V (G)| |E(G)| Time Space Distortive

Attacks
Graph
Class

Random

Proposed Codec 4n/3 + 2 7n/3 O(n) O(n∗) Requires
error-
correction
code

Dijkstra
Graphs

Yes

Chroni et al. [8] 2n+ 3 4n+ 3 O(n) O(n∗) Retrieves
k ≤ 2 edges

Canonical
Reducible
Permu-
tation
Graphs

No

Table 1 Comparison between the Proposed Codec and Chroni et al.’s Codec

In the Table 1, n represents the number of bits in the binary representation B of
identifier ω to be encoded in the watermark graph G.

As demonstrated in Section 3, our proposed codec exhibits a smaller number of
vertices and edges compared to the codec by Chroni et al.. Furthermore, the asymp-
totic time and space complexities for both algorithms are linear, with n∗ = 2n+1 for
Chroni et al.

Regarding resilience, our codec incorporates the use of an error-correction code
to recover from distortive attacks. In this process, redundancy bits are inserted into
the binary representation B using the chosen error-correction code before it under-
goes encoding in the watermark graph G. Subsequently, the error-correction code is
employed to restore the original B after the decoding of edges in the watermark graph,
as implemented between lines 4-12 of Algorithm 3.2. Therefore, the proposed codec’s
ability to recover from distortion attacks, causing the removal of edges, is directly
influenced by the number of redundancy bits inserted by the employed error-correction
code. In contrast, Chroni et al.’s codec consistently recovers from the removal of up to
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ω = 395 110001011 11000110111101

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Binary representation
Redundancy bits
(Reed-Solomon)

Watermark encoding

Fig. 3 Example of encoding the identifier ω = 795 in a watermark graph using the Reed-Solomon
error correction code to recover distortion attacks by removing up to 2 edges.

2 edges. Experimental results have indicated that removals of 3 to 6 edges are unlikely
to lead to incorrect decoding of the identifier for 4 ≤ n ≤ 10 [8].

For the preprocessing phase, a viable alternative is to utilize the Reed-Solomon [33]
error correction code, renowned for its capability to correct t symbols with the insertion
of 2t redundancy symbols. Figure 5 illustrates the process of encoding the identifier
ω = 18 with 4 bits of redundancy to recover from the removal of up to 2 edges,
mirroring the approach employed by Chroni et al.’s codec. It is worth noting that
when adopting the Reed-Solomon error correction code and specifying the correction
of up to 2 edges, the number of vertices and edges of the watermarks produced by
Chroni et al. remains higher than that of the proposed codec. Specifically, in this case,
our watermarks have at most 4n

3 + 2 + 4 = 4n
3 + 6 vertices and 7n

3 + 4 edges.
Regarding resilience, our codec has two important characteristics:

• Randomization: Our codec employs randomization to select forward and back
edges (or the absence of an edge) for encoding B. This means that a given ω iden-
tifier can generate more than one watermark graph. This diversity is essential, as
it allows the same identifier to be inserted into different functions of the program
through various sequences of instructions (watermark graphs). This complicates the
success of removal attacks, as an attacker must identify and eliminate all watermarks
inserted in the program. Moreover, using different watermark graphs for the same
identifier, corresponding to the identification of the software developer, for instance,
in different programs, makes it challenging for attackers to identify watermarks from
the same author/owner through half brute force comparison attacks.

• Absence of “GOTO” Instructions: The watermark graphs produced by our
codec do not require the use of “GOTO” instructions to be encoded in the program.
This design choice offers several advantages:

– The instructions used to encode the watermark in the source code are the same
as those employed in the rest of the program, preventing attackers from easily
pinpointing these specific parts of the code.

– The watermark embedding in the program is simplified, as it becomes possible to
modify existing sequences of instructions in the code to produce the watermark
graph. This results in a reduction in the attack surface, as the code corresponding
to the watermark remains executable by the program.

– Modifying instructions with actual functionality to represent the watermark con-
tributes to the watermark embedding in the code having minimal or no impact on
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software quality metrics [34], such as lines of code, cyclomatic complexity, system
response time, and code duplication rate.

In summary, our proposed codec demonstrates advancements in terms of resilience
to attacks, efficiency, and structure. The elimination of non-structured code elements
and the incorporation of randomization contribute to the overall robustness and
effectiveness of our watermarking scheme.

6 Conclusion and future works

We have presented a codec that produces watermark graphs belonging to the class of
Dijkstra graphs. This feature lends our watermarks a stealthier nature (one less vulner-
able to attacks), since the obtained CFGs present no noticeable difference whatsoever
with respect to CFGs of real programs, written in real (structured) languages. Our
scheme also scores nicely in the diversity aspect, for it employs randomization to pro-
duce distinct encodings for the same identifier. Finally, our codec allows for standard
error detection and correction techniques, since the non-path edges of the produced
watermark graphs bear a one-to-one correspondence to the watermark edges.

The proposed codec (encoding and decoding algorithms) was implemented in
Python and successfully tested for all positive integers up to 108.1

For future directions, we may want to consider defining an upper bound for the
maximum in-degree of the watermark vertices. This could mitigate the issue of vertices
with small labels ending up being the destination of too many back edges, which corre-
sponds to the CFG of multiple nested loops. Alternatively, it would also be possible to
choose the back edge, among the admissible ones, with non-uniform probability, aiming
for a more even selection of back edge destinations Moreover, conducting more exten-
sive testing in practical, large-scale environments is essential to thoroughly evaluate
the codec’s performance, effectiveness, and viability in real-world scenarios.

7 Compliance with Ethical Standards

On behalf of all authors, the corresponding author states that there is no conflict of
interest.
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