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Abstract—Digital watermarks embed information into a host
artifact in such a way that the functionalities of the artifact
remain unchanged. Allowing for the timely retrieval of author-
ship/ownership information, and ideally hard to be removed,
watermarks discourage piracy and have thus been regarded as
important tools to protect the intellectual property. A watermark
aimed at uniquely identifying an artifact is referred to as a
fingerprint. After presenting a formal definition of digital water-
marks, we introduce an unbiased fingerprinting protocol—based
on oblivious transfer—that lends no advantage to the prosecuting
party in a dispute around intellectual property breach.

Keywords—software fingerprinting; oblivious transfer

I. INTRODUCTION

Consider the following scenario. Alice wishes to sell a
computer program to Bob, but suspects that Bob may distribute
the program to others. Alice therefore endows the program
with the following sentence: “This software is meant to be
used exclusively by Bob and cannot be redistributed.” Alice
cautiously employs digital watermarking techniques to embed
the sentence in a way that avoids it being found and removed
by a malicious Bob.

A few months later, Alice hears that Eva is using an
excellent computer program she downloaded from the Internet.
The program looks suspiciously familiar to Alice, who finds
out after due analysis that it happens to be a copy of that exact
version she had sold to Bob. Alice goes to court. During the
trial, Alice provides the judge with the selling contracts of her
software and the version downloaded by Eva, in which she
is able to pinpoint the encoded sentence that explicitly points
to Bob. When interrogated, the defendant Bob denies having
criminally shared it on the Internet. Moreover, he argues that
Alice, being the author of the program, could have inserted
the incriminating sentence into any copy of the program she
wished and might as well have distributed the program herself.
The judge grants Bob the benefit of the doubt and dismisses
the case for lack of evidence.

Watermarking techniques allow for the embedding of in-
formation in a digital artifact in such a way that the artifact’s
functionalities are not impacted. Furthermore, the removal of
a digital watermark must be a difficult task for an attacker,
so that an attempt to do so will likely lead to deterioration
or destruction of the host artifact. Much research is under
way in distinct application fields (see Section II) aiming at
the protection of artistic, industrial and intellectual property.
However, the resilience of watermarks against attacks still
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lacks formalization. Moreover, the applicability of watermarks
in the chain of security protocols still demands further study,
since the existing watermarking schemes do not allow for the
attribution of guilt in cases of misuse of the artifact. As we
have seen, suspicion may fall upon both sides of the dispute.

In the context of intellectual property protection, a water-
mark that provides unique identification of a digital artifact is
termed fingerprint, and the artifact that carries it is said to be
traceable. A limitation of the existing fingerprinting algorithms
is therefore their inherent asymmetry (bias), whereby the side
responsible for embedding the fingerprint (who may perfectly
well be the ill-intentioned side) shall be in advantage by having
access to different artifact versions, both traceable (with an
embedded fingerprint) and untraceable (with no fingerprint).
In a trial for misuse, the embedder would obviously pick the
version that would not incriminate her. This problem could be
solved by having a Trusted Third Party (TTP) responsible for
embedding the fingerprint. However, when only two parties
take part in the protocol, the one in charge of the embedding
process will eventually have an unfair advantage over the other
party in a dispute.

In the present paper, we describe a protocol involving two
participants: the seller, henceforth called Alice, and the buyer,
henceforth called Bob. The protocol will be built in a way
that Alice sends to Bob a traceable artifact whose fingerprint
Alice herself will not be able to know a posteriori. Such
property is achieved by making use of the oblivious transfer
protocol [1] with some appropriate modifications. Under such
a protocol, it will be possible to determine—with an arbitrarily
low probability of error—the real responsible for the misuse
of the artifact. We also describe a verification mechanism that
does not require the disclosure of the fingerprint contents or
location even to the arbitrator.

The paper is structured as follows. In Section II, we
describe known approaches to support the protection of dig-
ital intellectual property. In Section III, we present formal
concepts associated to watermarks. Based on those concepts,
we introduce our fingerprinting protocol in Section IV. In
Section V, we describe a verification scheme, based on the
partial transfer of knowledge, which keeps the fingerprint
contents and location safe in the case of a trial. Section VI
contains our concluding remarks.



II. RELATED WORKS

In the literature, there are plenty of works tackling the
embedding of digital watermarks in artifacts such as im-
ages [2], audio and video [2], [3], text documents [4], [5],
and computer program [6], [7]. However, it is in the field of
software protection that the development of fruitful approaches
has been most markedly noted.

Methods for protection of intellectual property of software
range from legal protection to technological protection. From
the standpoint of legal protection, government and industry
seek regulatory mechanisms related to industry and trade,
such as patent laws, copyrights and trade secret [8]. From the
standpoint of technological protection, several techniques have
been developed to avoid reverse engineering, tampering and
illegal distribution of software [9].

Obfuscation techniques aim at making reverse engineering
a difficult task. They are based on semantics-preserving trans-
formations which manage to considerably worsen the results
provided by standard software analysis tools [9]. Tamper-
proofing techniques aim at detecting unauthorised software
modifications and responding to them. Detection methods are
based on code introspection, state inspection and/or envi-
ronment verification. The responding methods vary, but the
most common ones are program termination, performance
degradation or program restore [9].

Software watermarking techniques aim at discouraging
piracy by detecting and tracing illegal distributions. They can
be classified based on their embedder and extractor algorithms,
and on their static or dynamic nature. Static watermarks lie
within the code or data segments of a program, whereas
dynamic watermarks are built in the program states during
its execution. Embedding algorithms are typically based on
code substitution, code reordering, register allocation, control
flow graphs, abstraction interpretation and opaque predicates.
Surveys on state-of-the-art watermarking techniques can be
found in [6], [7].

The focus of this work is to support dispute resolving
by means of an intelligent watermark wusage. The text is
therefore agnostic to embedding and extracting algorithms’
particularities. In a typical dispute resolving scenario, two
participants claim authorship (or legitimate ownership) of a
digital artifact. The goal of the proposed protocol is to allow
that a TTP (a judge, an arbitrator) solves the dispute by
comparing the proofs presented by the participants. There
are numerous works that deal with this problem for audio,
video and image artifacts [10], [11]. We deal with the dispute
resolving problem concerning software. To our knowledge, our
study is the first, in the context of software protection, which
deals with the fairness between parties, that is, which is able to
dismiss arguments about the seller’s (ill-)intentions. Moreover,
it is to our knowledge the first to provide a verification scheme
in which the arbitrator does not need to have access to the
fingerprint itself. This allows for, say, a partially trustworthy
arbitrator.

III. BACKGROUND
A. Watermarks

The basic properties of a digital watermark (or fingerprint,
when the goal is to uniquely identify a software copy) are:

e  stealth, which refers to how undistinguishable a trace-
able artifact becomes from an untraceable one;

e resilience, which refers to how difficult it is for an
attacker to remove or tamper with the watermark
without compromising the artifact’s functionalities;
and

e  verifiability, which refers to the ability to unques-
tionably identify the artifact (or to attest its autho-
ship/ownership) when exhibited to a TTP.

We say watermarks embed content information into a dig-
ital artifact—the host—in such a way that the final artifact—
the product—is semantically equivalent to the host, i.e., the
watermark does not alter the functionalities of the program.

Essentially, a watermarking scheme is defined by two
algorithms. The first one, called the embedder algorithm, takes
as input a digital artifact v and an information m to be
embedded, and outputs a product %, semantically equivalent to
u, but containing m. The second one, called the extractor, takes
as input the watermarked artifact & and outputs the embedded
information m.

Formally, given a universe of digital artifacts U (all pos-
sible hosts) endowed with a definition of equivalence classes,
and a set M of content information, a watermarking scheme
is a tuple of functions (f, g,r) related in the following way:

The embedder function f : Ux M x A — U takes as input a
digital artifact © € U, an information m € M to be embedded
and an auxiliar input @ € A (which can be regarded as an
embedding key), and outputs an artifact ©w € U semantically
equivalent to .

The extractor function g : U x B — M, takes as input a
digital artifact 4 € U and an auxiliar input b € B (which
can be regarded as an extraction key), outputting content
information m € M.

The bijective function r : A — B maps embedding to
extraction keys, that is, it takes as input an element ¢ € A
and outputs an element r(a) € B, in such way that, for any
velU,meM,ac A if a= f(u,m,a) so m= g(d,r(a)).

The size of the sets A and B will determine the effort
necessary for a brute-force attack to succeed in recovering the
embedded information. The addition of such auxiliary inputs—
typically associated to the watermark location—allows for
more than one watermark in the same artifact. This enables, for
instance, the use of temporal protocols [12] in the watermark.
This may increase its resilience against addition attacks, in
which an adversary embeds additional watermarks to confound
the extractor algorithms.

Semantic equivalence and immersibility: A key concept for
the development of embedding information techniques within
digital artifacts is the concept of ‘“‘semantic equivalence’.
Watermarking algorithms must be able to modify the host



artifact, generating a product artifact with the same meaning
or utility, but containing the intended information. In order to
say “same meaning or utility”, it is necessary to define the
“semantics” related to the host artifact. Such semantics should
be preserved after the embedding of content information.

Consider the set U of artifacts of a certain kind in an
application field. Consider a partition (U, .., Uj, ...) of U such
that the artifacts of each U, have the same ‘“meaning” or
“utility” for that application field. Thus, we say the artifacts
of each U, are semantically equivalent.

Examples of semantically equivalent artifacts may be given
for distinct application fields. In the field of the “linguistics”,
for instance, we can say two texts are semantically equivalent
if they are identical except for some swaps between the words
“though” and “although”. In the application field of computer
programs it is possible to generate two semantically equiv-
alent programs including, for example, dummy codes'. More
sophisticated methods include diversifying computer programs
by obfuscations means [13]. The definition of semantically
equivalent classes depends, mainly, of the application field.

Resilience: A watermarking scheme should allow content
information to be embedded in a way that is resilient to attacks.
Simply put, a watermark would be optimally resilient if any
efficient algorithm which removes or damages the watermark
ends up producing, with high probability, an artifact which
belongs to a distinct class of semantic equivalence.

Formally, let X be a polynomial-time algorithm that
somehow removes watermarks, i.e., a procedure that takes
as input a watermarked artifact & and outputs an artifact v’
without the watermark (or with a corrupted watermark). A
watermarking scheme (f,g,r) should ideally guarantee that
the probability that u’ and u belong to the same class of
semantically equivalent artifacts is negligible.

Although no watermarking schemes are known which
are totally resilient according to the above definitions, we
henceforth assume their hypothetical existence.

Verifiability: In the classical watermarking examples in real
artifacts, the watermark is visible and verifiable for anyone
having access to the watermarked artifact. The difficulty to
remove the watermark is based on the physical process of the
watermark embedding. For instance, consider the difficulty to
remove the low relief watermark in a printed document.

Watermarks in digital artifacts brought the need of an addi-
tional property, called verifiability, i.e., a way of “exhibiting”
a watermark while still preserving its contents/location secret.
Owing to its digital nature, a naively designed watermark may
be easily removed if an adversary knows its contents/location.

Verifiability is one of the challenges for state-of-the-art wa-
termarking schemes. In the most recent watermarking schemes,
the simple exhibition of the watermark in a digital artifact
makes its removal a trivial task for an attacker. However,
for the fingerprinting application considered in the present
work, we implement a scheme that avoids the disclosure of
the watermark contents/location.

YA dummy code consists entirely of instructions that do not alter the program
semantics.

B. Oblivious transfer

Suppose Alice sells digital books and Bob wants to buy
a book from Alice. However, Bob would like to keep secret
about the item he is interested in, either for privacy reasons,
or to avoid receiving unwanted advertising in the future, or for
any other reason. The cryptography protocol called oblivious
transfer makes it possible to transfer the electronic content
from Alice to Bob in such way that Alice will have no idea
about which content has interested Bob.

More formally, assume Alice defines my, ..., m; messages
and Bob wants access to the i-th message from Alice. Essen-
tially, Alice transfers all the messages mq, ..., my, each one
encrypted with a distinct symmetric key derived from a key
chosen by Bob so that only the i-th encrypted message can be
decrypted by Bob. Further details of this protocol are described
in Section IV.

Several oblivious transfer models can be found in the
literature, but they are in a sense equivalent [14], [15], [16],
[17]. The oblivious transfer concept plays an important role in
building other more complex protocols [18]. In Section IV, we
modify it slightly to build a fingerprinting protocol for digital
artifacts.

IV. PROPOSED FINGERPRINTING PROTOCOL

As discussed along the paper, the biggest difficulty in
conceiving a fair fingerprinting protocol without recurring to a
TTP is due to the fact that the party responsible for inserting
the watermark will necessarily have access to both versions of
the digital artifact: the traceable and the untraceable one. If this
party is ill-intentioned—for example, intending to distribute
copies of the digital artifact—she may choose to distribute the
version that does not incriminate her; or, equivalently, which
does incriminate someone else.

The protocol we propose consists in a modification of
the oblivious transfer protocol. Essentially, we employ the
oblivious transfer protocol 1-of-n with sufficiently large n. In
this protocol, one of n possible messages is transmitted, but
Alice (the seller) is unaware of which one was transmitted.
Thus, although the seller has been responsible for inserting
the watermark, she does not know which version was actually
received by the buyer. If, later on, Alice finds any reason to
distribute (maliciously) any version of the software, then with
high probability she will distribute a version that was not the
same one sent to Bob (the buyer). And if she distributes all
versions, then it will become quite clear for a judge that the
seller herself is to blame. It takes several adjustments to the
protocol to prevent non-repudiation attacks. We describe next
such adjustments, starting from a basic fingerprinting protocol
based on oblivious transfer (Section IV-A) until we get to a
more robust version (Section IV-C).

A. Initial fingerprinting protocol based on oblivious transfer

A naive version of the fair fingerprinting protocol we
intend to introduce makes use of the classic version of the
oblivious transfer protocol, which allows the transference of
an element from a set without the transmitter knowing which
one was transmitted. We start with this basic version to better
understand each proposed modification, and we evolve to the



final protocol step by step after considering several possible
attack models.

Basic fingerprinting protocol

1) Alice creates « semantically variations
ni,...,Nq of a digital artifact.

2) Alice creates « pairs of public/private  keys
Pri, Puy,...,Pro, Pus, and sends the public keys
Pua, ..., Puy to Bob.

3) Bob creates a random symmetric key £ and encrypts it
with one public key Pu; among its « public keys of Alice,
resulting in Ep., (k). Bob sends Ep., (k) to Alice.

4)  Alice decrypts Ep,,; (k) with each private key Pr; among
its o private keys, obtaining Dp; (Epy,(k)), with j =
1,...,a.

5)  Alice encrypts each artifact n; among its o variations with
the key Dp;; (Epy, (k)), obtaining EDP” (Epu, () (1)
and sends to Bob each EDPTJ.(Epui(k))("J:)'

6) Bob decrypts each EDP,"j(EPui(k))(nj), obtaining
Dy(Epp, (Ep.,,(k)(n;)) and only when i = j will he
have a consistent digital artifact.

equivalent

The key for understanding the above protocol is to note
that, in step 4, Alice will obtain @ “possible keys”, only one
of which will be Bob’s actual key k. It is however impossible
for Alice to know which key that is.

To identify responsibilities for improper use of digital
artifacts, the arbitrator will need to have access to all the
information generated during the protocol steps: the versions
of the original digital artifact, the public and private keys.
The verification protocol, to be executed by the arbitrator, for
identifying a fingerprinted version f(7) is the following:

Basic verification protocol

1)  Verify if the fingerprint f(72) is the same as in any of the
traceable artifacts ni, ..., nq.

Observe that is still necessary to guarantee that Alice, in
fact, generated « artifacts with distinct fingerprints, and to have
mechanisms to ensure that Bob, in fact, participated of the
protocol execution.

B. Fingerprinting protocol with guarantee of distinct finger-
prints

The verification protocol above allows a simple attack by
Alice. Alice can generate « variants of the digital artifact
containing all the same fingerprint. This allows her to distribute
any of the artifacts and blaming Bob. To avoid this attack, the
arbitrator must verify that Alice, in fact, generated « artifacts
with distinct fingerprints. A recent work about the generation
and verification of distinct fingerprints based on a randomized
graph-based scheme can be found in [19].

Verification protocol with a naive test of distinct fingerprints

1)  Verify if the fingerprints f(ni),..., f(fo) are mutually
distinct.

2)  Verify if the fingerprint f(72) is the same as in any of the
artifacts ni, ..., nq.

The modification above seems to be enough to guarantee
that Alice can not distribute one of the artifacts nq,...,n,
because, with high probability, it will be a distinct artifact
from the one obtained by Bob. However, there is no guarantee
that the artifacts shown to the arbitrator are, in fact, the
artifacts involved in the protocol. At this point, the distinction
between the aim of the proposed protocol and that of the
classic oblivious transfer protocol should be clear. In the basic
protocol, there is only an interest in transferring an element
from a certain set from Alice to Bob, without Alice knowing
which the transferred element was. In this modified version
of the fingerprinting protocol, it is fundamental that it can
be demonstrated later on that all the elements were involved
during the execution of the protocol, that is, the arbitrator
should know which elements could have been transferred to
Bob. This necessity requires some more modifications.

Our protocol will now encompass actions to make sure that
Alice indeed generated « variants of the artifact with different
fingerprints. To guarantee that, the modified protocol includes
sending cryptographic hashes of the artifacts by Alice to Bob.

Fingerprinting protocol with guarantee of distinct fingerprints

1) Alice creates « semantically equivalent variations
ni,...,Nq Of a digital artifact.
2)  Alice generates cryptographic hashes

h(ni),...,h(na), signs them and sends to Bob
(h(n1)s - (0, 54 (A(n1)].. [ A(Ra).

3) Bob verifies the signature of the hashes signed by Al-
ice and returns the cryptographic hashes signed by him:
(h(n1), ..., h(na), se(h(n1)|...|h(na)).

4)  Alice verifies the signature of the hashes sent by Bob, cre-
ates « pairs of public/private keys Pry, Pua, ..., Pro, Pua,
and sends the public keys Puz, ..., Pus to Bob.

5)  Bob creates a random symmetric key k£ and encrypts it
with one public key Pu; among its « public keys of Alice,
resulting in Ep,, (k). Bob sends Ep,, (k) to Alice.

6)  Alice decrypts Epy, (k) with each private key Pr; among
its o private keys, obtaining Dp,, (Epy;(k)), with j =
1,...,a.

7)  Alice encrypts each artifact n; among its « variations with
the key Dp;(Epuy,(k)), obtaining EDPTJ- (Bpa, () (15,
and sends to Bob each Ep,, (Epu, () (1)

8) Bob decrypts each EDI;TJ (Epui(k))(nj), obtaining
Dk(EDPr-(EPu,i(k))(nj)) and only when ¢ = j he will
have a consistent digital artifact.

The inclusion of step 2 makes it possible to check the
set of artifacts that Alice generated during the execution
of the protocol. Naturally, the arbitrator will need to have
access to the message (h(n1), ..., A(ng), sa(h(ni)|...|h(ng))
to execute the verification algorithm. Step 3 indicates that



Bob had knowledge of the cryptographic hashes involved in
the protocol. The verification protocol to be executed by the
arbitrator is the following.

Verification protocol to guarantee distinct fingerprints

1) Verify if the signature sa(h(n1)l...|h(nq) is valid and if
each artifact n; has the correct cryptographic hash h(n;).

2)  Verify if the signature sg(h(n1)|...|h(nq)) is valid.

3)  Verify if the fingerprints f(n1),..., f(fa) are mutually

distinct.
4)  Verify if the fingerprint f(72) is the same as in any of the
artifacts n1, ..., nq.

The step 1 allows the arbitrator to certify the set of artifacts
involved during the execution of the protocol, resisting against
the identical fingerprints attack. The step 2 ensures that Bob
was involved during the execution of the protocol.

C. Resistant protocol against non-repudiation attacks

Another challenge for the construction of the proposed
fingerprinting protocol consists in identifying the version sent
to Bob. Without it, it is impossible to the arbitrator imputing
blame onto Bob for a possible artifact misuse. Obviously, this
identification must occur a posteriori, i.e., upon the arbitrator’s
request. However, the inputs for this identification must still be
provided by Alice. In practice, the proposed solution consists
in Bob sending to Alice a cryptographic hash of his secret key,
together with the digital signature. This modification can be
seen in step 6.

Resistant protocol against non-repudiation attacks

1) Alice creates « semantically equivalent variations
ni,...,Nq of a digital artifact.

2)  Alice generates cryptographic hashes
h(ni),...,h(na), signs and sends them to Bob

(h(n1), ..., h(na), sa(h(ni)|...|A(na)).

3) Bob verifies the signature of the hashes signed by Al-
ice and returns the cryptographic hashes signed by him:
(h(n1), ..., h(na), s (h(n1)|...|h(na)).

4)  Alice verifies the signature of the hashes signed
by Bob, creates « pairs of public/private keys
Pri, Puy,...,Pro, Pus, and sends the public keys
Pua, ..., Puy to Bob.

5) Bob creates a random symmetric key k and encrypts it
with one public key Pu; among its « public keys of Alice,
resulting in Epy, (k). Bob sends Ep., (k) to Alice.

6) Bob sends to Alice a cryptographic hash h(k) of k, to-
gether with the digital signatures of h(k) and Ep.,(k):
(h(k), 5B (h(k)), sB(Epu;(K)))

7)  Alice verifies the signature of the objects signed by Bob and
decrypts Epy, (k) with each private key Pr; among its «
private keys, obtaining Dp,, (Epu, (k)), with j =1, ..., c.

8)  Alice encrypts each artifact n; among its a variations with
the key Dp; (Epu,(k)), obtaining EDPT]- (Epu, () (1)
and sends to Bob each EDPTj(EP1Ii(k>)(nj),

9) Bob decrypts each EDP” (Epui(k))(nj),
Di(Epp, (Ep.,, (k) (1)) and only when i = j he will
have a consistent digital artifact.

obtaining

To execute the new verification algorithm, the arbitrator
will need to have access to k, given by Bob, as well as to h(k),
sp(h(k))), Epu,;(k) e sp(Epy,;(k)). Access to all « public
keys and « private keys generated by Alice is also necessary.

Verification protocol with identification of Bob’s key

1)  Verify if the signature sa(h(n1)]...|h(ne) is valid and if
each artifact n; has the correct cryptographic hash h(n;).

2)  Verify if the signature sg(h(n1)l...|h(na)) is valid.

3)  Verify if the fingerprints f(n1),..., f(fa) are mutually

distinct.

4)  Verify if the fingerprint f(7) is the same as in any of the
artifacts ni, ..., na

5)  Verify if the signatures sgp(h(k)) over h(k) and

sB(Epu,; (k)) over Epy, (k) are valid and if the key k given
by Bob has, in fact, the cryptographic hash h(k).

The Step 5 ensures that Bob was indeed given the same
private key encrypted with one of Alice’s public keys during
the execution of the protocol. With the informations above, the
arbitrator is able to identify the version n; obtained by Bob—
by testing each of Alice’s private keys—and, finally, to verify
whether the fingerprint f(n;)) is the same as the fingerprint
f(n). Figure 1 wraps up the proposed fingerprinting protocol.

V. SECURE VERIFICATION PROTOCOL FOR SOFTWARE
FINGERPRINTING

In this section, we develop a protocol that allows for
fingerprint verification during a trial without revealing its
contents or location, not even to the arbitrator. The simple
exhibition of its contents or location makes it easier for an
adversary/attacker to tamper with it. The protocol development
starts from a scheme of partial transfer of knowledge, and
afterwards we describe its application in the scenario of secure
verification of fingerprints. The main advantage of the use of
the partial transfer of knowledge scheme is the possibility to
reveal information about authorship/ownership embed exactly
in the bits to be shown, without making it any easier for an
attacker to infer the content or location of the fingerprint.
Since the transfer is partial, an attacker willing to remove
the fingerprint will not have enough information to locate it
within the artifact, so its removal will remain as hard after the
verification as it used to be before it.

A. Partial transfer of knowledge scheme

In Kilian’s doctoral thesis [20], the following problem is
described. Bob wants to factor a number n with 500 bits which
is known to be the product of five prime numbers of 100 bits.
Alice knows one of the factors, denoted ¢, and is willing to
sell 25 of its bits to Bob. Kilian proposes a method that allows
Bob to make sure that Alice indeed knows one of the factors of
n, and moreover allows Bob to make sure that each individual
bit of ¢ has been correctly informed by Alice. The proposed
scheme not only allows the disclosure of only some bits of ¢
but also uses schemes of commitment of individual bits of ¢ to
ensure that those bits will not be disclosed without the consent
of Alice. Finally, it allows for the use of oblivious transfer in
such a way that Alice is unaware of the bits that get actually
disclosed to Bob.
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Fig. 1. The proposed fingerprinting protocol.

Next, we present a scheme for a simplified scenario of
disclosure of some bits of ¢, allowing us to observe essential
aspects of the protocol, which we have referred to as “partial
transfer of knowledge”. In the proposed scenario, Alice is not
financially interested in the bits to be transferred: Alice is
willing to reveal some bits of ¢ to anyone wanting to know
them. On the other hand, Alice only agrees to reveal a certain
subset of bits of g—by convention, we assume that Alice
always reveal the most significant bits of ¢, although her choice
is arbitrary. The fact that such set is predetermined makes it
unnecessary to use oblivious transfer here. In such a scenario,
Alice is able to show the most significant bits of ¢, proving
to whom it may concern that, in fact, they are part of the bits
of one of the factors of n. The scheme is simple and intuitive,
and makes use of polynomial reductions and zero-knowledge
proofs, based on the difficulty of factorization hypothesis. It
is easy to verify that the proposed methods can be adapted to

9) Decrypts each artifact
(i=1,..,a)

D0 B

DK(EDPrj(EPui(k))(nj)) i=j

employ other classical problems that are notedly hard, such as
the discrete logarithm.

Given a positive integer n which is the product of two
prime numbers p and ¢, we want to show that a given sequence
of bits k corresponds to the most significant bits (or prefix) of
p, without revealing any of the factors. The protocol is based,
essentially, in the application of zero-knowledge schemes and
polynomial transformations between variants of the integer
factorization problem and variants of the boolean satisfiability
problem.

1) Reducing EQUICOMPOSITE to SAT: Initially, we
show the problem to determine if a number is composite can
be easily reduced to the problem of determining if a logical
expression is satisfiable, a problem well known as SAT [21].
More precisely, we consider the variant EQUICOMPOSITE
of the factorization problem, where it is possible to determine



if an integer n can be written as a product of two factors,
each one with at most [log2(n)/2] bits.

EQUICOMPOSITE
Input: binary number n, with [logz(n)] bits.
Output: YES, if n is the product of two numbers with bit
size up to [log2(n)/2];
NO, otherwise.

To deal with the EQUICOMPOSITE problem using zero-
knowledge proofs, we will study the implementation of vari-
ants of the multiplication operation using combinational cir-
cuits, or, equivalently, using logical expressions involving the
bits of the operands.

Product of integers as a logical function: It is known that
the product operation of two binary numbers can be described
as a combinational circuit, being each digit of the result a
logical expression on the digits of the operands. For the sake
of completeness, a brief review about the theory behind it is
given.

Adding bits. It is easy to implement a combinational
circuit that receives as input two bits A and B (the operands)
and a third bit C; (the “carry”, defined in the previous stage),
returning as output (i) the bit .S resulting from the sum of the
three input bits, and (ii) a new “carry” bit C, (Figure 2).
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Fig. 2. A full adder.

Observe that both bits .S and C, can be described by logical
expressions applied over the bits A, B and Cj:

° SZ(AEBB)EBCi
e C,=(A-B)+(Ci-(A® B))

Naturally, the XOR (“exclusive or”, denoted by &) may be
replaced by operations OR (4-) and AND (-), according to the
formula A® B = AB + AB.

Chained full adders. To do the sum of binary numbers
with more than one bit, we need to chain full adders to one
another, sending the output carry bit from one stage to the
input of the next stage (Figure 3). One more time, each one of
the output bits can be described as a logical expression applied
over the input bits.

Multiplying by a power of two. The multiplication by
two, in binary, can be performed as a simple left shit, adding
a 0 bit as the least significant output digit. We write the left
shift of 4 bits (multiplication by 2%) applied to a binary number
B as B << 1.

A1 B1 A2 B2 A3 B3 A4 B4
[ [ [ [
A B A B A B A B
_[_C‘ pober Co—]C ApbEr €0 Ct Apper Cof—{Ct aopEr Co
= S S S S —I
SI1 Slz S3 314 Co

Fig. 3. A 4-bits adder.

Obtaining the product of two binary numbers. In a
simplified way, the multiplication operation over binaries can
be understood as a sequence of additions and multiplications
by two. For instance, to multiply A = A3zA;A;A4p by
B = B3 Bs B By, we start with the rightmost bit of one of the
operands, say, A. If the bit Aj is 1, we add the value of the
other operand, B, to the result C (initially zero); if the bit Ag
is 0, no value is added. For each one of the consecutive bits A4;
of A, we perform a left shift of size 7 on B (i.e., we multiply
B by 2%) and we add it to the result if and only if A; = 1.
The result, written as a logical expression, is equivalent to C' =
BAAg+ (B <<1)ANA1+(B <<2)ANAs+ (B << 3)AAs
(Figure 4).
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Fig. 4. A multiplier.

Building a single output. Knowing how to describe the
product of two binary numbers in the form of a combinational
circuit makes it is easy to adapt it to a modified circuit that
has a single output bit whose value is 1 if and only if a certain
number n is equicomposite. To accomplish that, we need to
add NOT ports to each output of the multiplier circuit related
to one bit of n that must be 0, and connect all the outputs to
a single AND port.

Formally, a circuit UNI-MULT(d, n), where d is an integer
and n is a binary number, is built as shown in Figure 5, with
a multiplier circuit of two binary numbers of d bits, with a
NOT port in each output of the multiplier, related to one bit
0 of n, and with an AND port connecting all the 2d outputs
(inverted or not). Theorem 1, whose proof is quite simple,
reads as follows.

Theorem 1: The circuit UNI-MULT(d, n) returns the bit 1
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Fig. 5. UNI-MULT: fixing the output bits with a final AND port.

if and only if the binary number n may be written as a product
of two binary numbers of up to d bits.

2) The PREFACTOR problem: Now, we consider the
problem of determining if a number may be written as a
product of two other numbers, and one of them is a set of
bits whose values have been previously fixed. More precisely,
consider the following decision problem, which we call
PREFACTOR.

PREFACTOR
Input: binary numbers n and k.
Output: YES, if n is equicomposite and has a factor whose
prefix is k;
NO, otherwise.

Knowing how to reduce EQUICOMPOSITE to SAT, it
becomes simple to understand how to reduce the PREFACTOR
problem to SAT. Hence, our goal is to determine whether a
number is the product of two other numbers, and one of them
starts with a predetermined set of bits. Our strategy is to build
a circuit that is similar to the one in Figure 5, but with some
of the bits shortcircuited directly into the last stage of the
circuit, which receives an additional AND port as illustrated
in Figure 6.

Formally, a circuit PRE-MULT(d, n, k), where d is integer
and n and k are binary numbers, is built as shown in Figure 6.
Initially, we have a circuit UNI-MULT(d, n). For each input
bit of the circuit UNI-MULT(d, n) related with a bit of k, we
derive it and connect it to a NOT port if such bit is 0 in k.
The derivations are all connected to an AND port, as well as to
the output bit of the circuit UNI-MULT(d, n). The Theorem 2
wraps up the idea of the PRE-MULT circuit.

Theorem 2: The circuit PRE-MULT(d, n, k) returns a bit 1
if and only if the binary number n may be written as a product
of two binary numbers up to d bits, one of them having k as
its prefix.

3) Converting to the conjunctive normal form: The reader
will observe, again, that the output of the circuit PRE-
MULT(d, n, k) is a logical function on the input bits. However,
in order to use the framework of complexity theory and
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Fig. 6. PRE-MULT: fixing the first four bits of A in “1100”.

its polynomial reductions, it is necessary to have a logical
expression in the conjunctive normal form. Fortunately, the
transformations of Tseitin [22] allows us to build, from any
logical expression o, a new logical expression o’ whose size is
linear in the size of 0. Moreover, the transformation is executed
in linear time in the size of o.

4) Using zero-knowledge proofs: Knowing how to reduce
the problem PREFACTOR to SAT, we can simply recur to
zero-knowledge proofs with polynomial reductions. We can,
for example, reduce a SAT instance to a 3-COLORING in-
stance in polynomial time [23], and then use a classical scheme
of zero-knowledge proof for this last problem [24].

B. Fingerprint verification

Consider a fingerprint in a computer program codified as
a subgraph of its control-flow graph. For an attacker who is
not familiar with the subgraph location within the control-flow
graph of the program, the task of removing the fingerprint is
quite difficult, even if the attacker knows how the subgraph
is generated. This happens because of the hardness of the
isomorphism of subgraphs Graph Theory classic problem.
However, once the seller exhibits it, revealing its location, the
fingerprint removal becomes easy.

To demonstrate the authorship/ownership of the digital
artifact based on the algorithm described in Section V-A,
we will use the following strategy. First, we will codify
an information regarding authorship/ownership in a binary
number k. We select two prime numbers p and ¢, and one
of them has exactly k& as the most significant bits (prefix),
and we compute the product n of the numbers p and g. The
resulting product will be embedded within the digital artifact,
appearing in the form of a substring, i.e., a subsequence of bits
(more precisely, appearing as a substring of the bit sequence
obtained from the digital artifact after the execution of the
extractor algorithm). The motivation for this strategy is the
fact that we can show k& without being necessary to reveal the
location of n.

Now, we will consider a slight variation of the extractor
algorithm, which we call pre-extractor. This algorithm, instead
of returning exactly the fingerprint (previously embedded by
the embedder algorithm), returns a sequence of bits—possibly



a long one—that contains the fingerprint as a substring. More
precisely, the substring will be, as we have seen, the product
of two prime numbers, one of them having the fingerprint as
a prefix.

1) The problem SUBSTRING-PREFACTOR: Consider the
following decision problem.

SUBSTRING-PREFACTOR

Input: binary numbers d and k, and an integer N.

Output: YES, if there is a substring n of d, with NV bits, such

that n is equicomposite and one of its factors has k as prefix;
NO, otherwise.

It is easy to see the problem SUBSTRING-PREFATOR
can also be reduced to SAT. In fact, we need to build a circuit
PRE-MULT (similar to the circuit built in the PREFACTOR
problem) for each substring of size N, and to apply an OR
port to the outputs of each one of the bitsize(d) — N + 1
circuits.

2) Generating the fingerprint: The generation of the fin-
gerprint follows. Given an information m to be embedded, we
need to generate two random prime number p and ¢ of the same
bit size, such that m is the prefix of p, and compute the product
n = p - q, the sequence of bits that will be embedded in the
digital artifact. The generation of ¢ may follow the traditional
methods for picking random numbers and testing primality
until one gets a prime number. The generation of p follows
a slightly modified approach: a random number is generated
and concatenated to the right of m, only then to test primality,
repeating the process a prime number ensues.

3) Embedding the fingerprint: The process of embedding
the fingerprint aims at modifying the digital artifact, making
the sequence of bits n = p - ¢ appears as a substring of the
string retrieved by the extractor algorithm. In practice, the
exact embedding process—and the extraction process—depend
of the digital artifact type. In case of a text file, for instance,
the process only depends on the coding scheme used to embed
the information in the text. In Section III-A, we describe a
scheme in which the sequence of “though” and ‘“although”
words determine the codified information. In this case, it would
suffice to select a sequence of these words and replace them
appropriately to include the bits constructed by the protocol.
Similar examples could be built for other application fields.

4) Verifying the fingerprint: The fingerprint verification
comprises the following steps:

1)  Extraction of the sequence of bits embedded in the
digital artefact—such sequence may be very long, but
it contains n = p - ¢ as a substring.

2)  Transformation of the generated sequence into an
instance of SAT, and then to an instance of 3-
COLORING.

3) Use of the zero-knowledge scheme to demonstrate
that the graph obtained in the previous step is 3-
colorable.

The extraction of the sequence of bits which we refer to in
the first step can be done by specific algorithms, which must
be defined for each field of application and their corresponding

digital artifacts. The transformation to an instance of SAT is
attained precisely by the algorithm described in Section V-A,
while the polynomial reduction from SAT to 3-COLORING
is well known [23]. An interactive proof scheme of zero-
knowledge for 3-COLORING is described on [24] and can be
used in the last stage to exhibit the fingerprint without revealing
n or any of its factors.

VI. CONCLUSIONS

We described a fingerprinting protocol which can be appro-
priate in dispute scenarios related to intellectual property. It is
balanced—or fair—in the sense that it assigns no advantage to
either party (the “buyer” or the “seller”’). The proposed proto-
col assumes the existence of watermarking schemes that meet
the usual requirements of stealth, resilience and verifiability. We
also describe a secure way for verifying the fingerprint without
exposing its contents or location. This is achieved via partial
transfer of knowledge.

An important observation on the proposed protocol is the
fact that, in a dispute scenario, the arbitrator will have access
to all data transmitted during the execution of the protocol.
That is not necessarily a limitation. First, all cryptographic
keys (secret, private and public) disclosed to the arbitrator
are temporary, used only in one execution of the protocol.
Furthermore, since the artifact has already given rise to a
judicial dispute, it means it has already been improperly
distributed, anyway. Thus, it should not be a problem to
disclose its fingerprint details to another individual, namely
the arbitrator.

In future works, it should be interesting to investigate the
possibility of using zero knowledge proofs to convince the
arbitrator that there had been generated versions of the artifact
with different fingerprints, with no need to present each of the
actual traceable artifact versions.
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